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ABSTRACT 

 

Coronavirus disease 2019 is an infectious disease that causes severe 

respiratory, digestive, and systemic infections that caused a pan-

demic in 2019. One of the focuses of the drug development process to 

fight the coronavirus disease 2019 is by carrying out drug repurpos-

ing. This study was the random forest with a feature-based chemoge-

nomics approach on the drug-target interaction data of coronavirus 

disease 2019. The feature extraction process was conducted on com-

pounds and proteins using PubChem fingerprint and amino acid com-

position. Feature selection was performed by using XGBoost to re-

duce the data dimension. The random undersampling process was 

also carried out to solve the problem of imbalanced data in the da-

taset. Using the cross-validation process, The random forest model 

implemented in this study had a good performance in predicting DTI 

with an average accuracy value of 0.98, recall value of 0.92, precision 

value of 0.95, AUROC value of 0.95, and F1 score of 0.93.  The random 

forest model also produced an accuracy value of 0.99, recall value of 

0.93, the precision value of 0.94, AUROC value of 0.99, and F-measure 

of 0.94 when used to predict the original dataset (dataset without 

random undersampling process). 

 

Keywords: Coronavirus disease 2019, drug-target interaction, random 

forest, random undersampling, XGBoost. 

 

 
 

 

 
Background 

Coronavirus (Cov) is a virus that causes se-
vere respiratory, digestive, and systemic infec-
tions in humans and animals [1].  This virus has 
caused several major outbreaks since the early 
21st century with the most recent case being 
the Severe Acute Respiratory Syndrome Coro-
navirus 2 (SARS-CoV-2) pandemic in 2019 [2]. 
On 11 February 2020, WHO designated SARS-
CoV-2 as COVID-19 and defined it as a  

pandemic on 11 March 2020. Based on the data 
at the Worldometer site, as of December 12, 
2020, COVID-19 cases in Indonesia had 
reached 605,243 cases with the number of 
deaths reaching 18,511 people. 

COVID-19 pandemic is prompting the 
world to search for potential drugs to fight this 
virus. One of the focuses of a drug development 
process to fight the coronavirus disease 2019 is 
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by carrying out drug repurposing [3]. Drug re-
purposing is a process to identify new efficacy 
for existing drugs and is considered an efficient 
and economical approach to drug development 
[4]. Research in drug repurposing can be done 
by observing the interactions of drug com-
pounds with protein related to a disease (Drug-
Target Interaction or DTI), then build a model 
to predict the new drug-target interactions 
with unknown interactions previously [5]. 

There are two common problems for DTI 
prediction: the curse of dimensionality and im-
balance class 6. The curse of dimensionality 
problem occurred because the dataset used in 
DTI research generally has large dimensions. 
Meanwhile imbalance class occurred because 
the number of positive interactions on DTI is 
much smaller than the number of negative or 
unknown interactions. Imbalanced class prob-
lems can lead to the inaccurate classification of 
model 7. Therefore, additional handling of 
these problems is required. Feature selection 
can be used to try to solve the curse of dimen-
sionality meanwhile random undersampling 
process can be used to try to solve imbalance 
class problem [6].  

There have been researches regarding DTI 
in COVID-19 case before. Sulistiawan et al., the 
research tried to predict DTI in COVID-19 case 
using deep semi-supervised learning (DSSL) 
and deep neural network (DNN) model with 
chemogenomics feature-based approach on 
potential anti-coronaviral treatment dataset 
[7]. DTI search is done by first performing fea-
ture extraction on compounds and proteins. 
Feature extraction on compounds done using 
PubChem fingerprint. Meanwhile, the feature 
extraction process on the protein was done us-
ing dipeptide composition (DC), autocorrela-
tion descriptors (ACD), and position-specific 
scoring matrix (PSSM). This research identified 
that the use of fingerprint for compound fea-
tures and DC for protein features gave the best 
results for predicting DTI with an accuracy of 
94%, AUROC of 0.97, and F-measure of 0.82. 

In this research, a DTI prediction model will 
be built using the random forest algorithm. The 
random forest model is chosen because of its 

good performance in DTI prediction task [8]. 
The aim of this study was to implement the ran-
dom forest model and evaluate its performance 
in predicting DTI in COVID-19 cases. Feature 
extraction process on compounds and protein 
will be done using PubChem fingerprint and 
amino acid composition respectively. A feature 
selection process is also carried out using the 
XGBoost algorithm to reduce data dimensions 
by selecting features that have no information 
gain value in the model. Then the random un-
dersampling process is done to try to solve the 
problem of imbalanced data in the dataset. A 
random forest model is built to perform the 
learning of the dataset. Model performance will 
be evaluated using metrics such as accuracy, 
recall, precision, f-measure, and area under the 
ROC curve (AUROC). Another prediction model 
was also built using LGBM, GBM, and XGBoost 
models to compare the results of random forest 
performance. 

 
Methods 
Data 

The data used in this study were com-
pound-protein interaction data obtained from 
the SuperTarget and DrugBank site. The fea-
ture extraction process on compounds is done 
using PubChem fingerprint which resulted in 
881 attributes on the compound's data. In 
chemoinformatics, a fingerprint is a way to rep-
resent the chemical structure of a compound 
[9]. The feature extraction process on protein is 
done using amino acid composition (AAC) 
which contains the percentage of amino acids 
in the protein sequence used in the protein 
data. The results of feature extraction on the 
protein yielded 20 attributes. The total attrib-
utes in the dataset were 904. Compounds and 
protein that are known to have interactions 
will be labeled with 1, else if pairs of com-
pounds and proteins are not known to have in-
teractions will be labeled with 0. The dataset 
has an imbalance class problem where row 
data labeled as 1 have 4090 instances and row 
data that are labeled as 0 have 138398 in-
stances. Data examples can be seen in Table 1. 

 
 



A Fadli, Annisa, & W Kusuma, 2021 / Prediction of Drug-Target Interaction Using Random Forest in Coronavirus Disease 2019 Case 

 

 

BBRJ | Bioinformatics and Biomedical Research Journal 3 Volume 4 | Number 1 | June | 2021 

 

Table 1. Data examples 

fc1 fc2 … fc881 A C … Y Class 

1 0 … 0 0.049 0.015 … 0.03 1 

1 1 … 0 0.049 0.015 … 0.03 0 

1 1 … 1 0.049 0.015 … 0.03 0 

1 1 … 0 0.068 0.023 … 0.03 1 

1 0 … 0 0.068 0.023 … 0.03 0 

 
Data Acquisition 

The protein data used in this study were the 
protein associated with COVID-19 in the hu-
man body. Information on COVID-19 protein 
data were obtained from literature studies and 
explored on the OMIM and Uniprot sites. Drug-
Target Interaction Data were obtained from Su-
perTarget and DrugBank sites. The protein 
data were used as input at the site to obtain 
compound and protein interaction data. Super-
Target site can be accessed at http://insil-
ico.charite.de/supertarget/ while the Drug-
Bank site can be accessed at https://go.drug-
bank.com. 

 
Data Preprocess 

After collecting compound-protein interac-
tion data on SuperTarget and DrugBank, the 
data were merged and redundant data were de-
leted. After merging and deleting redundant 

data, the next step was the feature extraction 
process on compounds and protein data. Fea-
ture extraction process on compounds and pro-
tein was conducted using PubChem fingerprint 
and amino acid composition respectively. In 
PubChem fingerprint, there is 881 chemical 
substructures with each substructure assigned 
to a specific location. The position of the corre-
sponding substructure on the fingerprint vec-
tor is 1, otherwise, the position of the substruc-
ture is 0 [10]. The amino acid composition is 
the percentage of each amino acid type within 
a protein and can be used to explain protein in-
formation [11].  Figure 1 is presented the illus-
tration of the feature extraction process on 
compounds using PubChem fingerprint [9]. 
Meanwhile, the feature extraction process on 
proteins using amino acid composition can be 
seen in Figure 2. 

 
 

 

Figure 1. Illustration of fingerprint to represent the chemical structure of a compound [9] 
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Figure 2. Feature extraction process on proteins using amino acid composition 
 
This dataset contains pairs of compounds 

and proteins that have interaction. In the model 
building process to predict the interaction be-
tween compounds and proteins, the model re-
quires information on pairs of protein com-
pounds that are known to have interactions 
and those whose interactions are unknown [5]. 
Therefore, data transformation is done by pair-
ing all interaction pairs of unique protein IDs 
and compound IDs. The compound and protein 
feature descriptors are then combined into one 
input vector. Next, label 1 is given to pairs of 
compounds and protein that are known to have 
interactions, and label 0 to pairs of compounds 
and protein whose interactions are unknown. 

 
DTI Prediction Model and Evaluation 

DTI prediction model was built using a ran-
dom forest algorithm. The feature selection 
process is done on the dataset using XGBoost 
algorithm. Feature selection aims to reduce the 
number of dimensions in the dataset, therefore, 
accelerating the computation process during 
the model training process. After that, a ran-
dom undersampling is carried out to try to 
solve the problem of imbalanced data in the da-
taset. The random forest model is then trained 
using an undersampling dataset. At the model 
training stage, the parameter tuning process is 
carried out to find the optimal parameters with 
GridSearchCV. A parameter to be explored in-
cluding max_depth (the depth of the tree), 

max_features (number of features for split 
nodes), and n_estimator (number of trees 
built). Model evaluation was done using strati-
fied K-fold cross-validation with K = 10. The 
evaluation metrics used were as follows (Equa-
tion 1-4). 

  (1) 

    (2) 

    (3) 

  (4) 

Where A: accuracy, R: recall, P: precision, 
TP: true positive, TN: true negative, FP: false 
positive, and FN: false negative. 

 
Results and Discussions 
Data Acquisition 

There are a total of 113 proteins on the 
OMIM and Uniprot sites and literature studies 
search results. For drug-target interaction data, 
from the 113 proteins, only 36 proteins have 
interactions with a compound on the DrugBank 
and SuperTarget sites. The searching process 
for compound-protein interaction data on the 
Drugbank site resulted in 786 interactions 
while the SuperTarget site resulted in 3415 in-
teractions. 
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Data Preprocess 
The data merging process from both sites 

and removing redundant data process resulted 
in a total interaction data of 4090 interactions. 
The feature extraction process on compounds 
using PubChem fingerprint resulted in 881 at-
tributes. Feature extraction with amino acid 
composition on protein resulted in 20 attrib-
utes. The total attributes in the dataset after the 
feature extraction process are 904 attributes. 
The final dataset resulted from data transfor-
mation consists of 142488 interactions with 
4090 positive interactions and 138398 un-
known interactions. 

 
 

DTI Prediction Model and Evaluation 
The feature selection process with XGBoost 

algorithm reduces the data dimensions from 
904 features to 451 features. Random under-
sampling on a dataset is done by collecting all 
row data with positive interactions and ran-
domly selects 20450 row data with unknown 
interactions. The model is then built using a 
random forest algorithm. Another prediction 
model for DTI was also built using LGBM, GBM, 
and XGBoost models to compare the results of 
random forest performance. All model is built 
using default parameter and evaluated using 
stratified K-fold cross-validation with K=10. 
The comparison of the model results can be 
seen in Table 2. 

 
Table 2. Data examples 

Metrics 
Models 

RF LGBM GBM XGB 

Accuracy 0.979±0.002 0.973±0.003 0.942±0.003 0.976±0.003 

Recall 0.919±0.010 0.917±0.013 0.825±0.013 0.926±0.009 

Precision 0.953±0.008 0.922±0.010 0.828±0.017 0.934±0.012 

F-measure 0.936±0.007 0.919±0.008 0.827±0.006 0.930±0.009 

AUROC 0.955±0.005 0.950±0.007 0.895±0.005 0.956±0.005 

 
Furthermore, parameter tuning is carried 

out to try to improve the performance of the RF 
model using GridSearchCV with K = 5.  

The optimal parameter obtained are 
max_depth = 30, max_features = 32 and n_esti-
mator = 200. Random forest model with opti-
mal parameter produced an average accuracy 
value of 0.980±0.002, recall value of 
0.925±0.008, precision value of 0.954±0.006, f-
measure value of 0.939±0.005, and AUROC 
value of 0.958±0.004. There is an increase in 
performance compared to the RF model before 
parameter tuning. Furthermore, this model will 
be used to predict the dataset before the ran-
dom undersampling process. 

 
Discussion 

There are a total of 113 proteins on the 
OMIM and Uniprot sites and literature studies 

search results. 7 proteins are related to COVID-
19 in the human body according to OMIM site, 
28 COVID-19-related protein according to Uni-
prot, 19 COVID-19-related protein, and 49 pro-
tein that has similar characteristics to ACE2 
protein which protein that associated with 
COVID-19 according to Kuleshov et al. [12]. 
Kermali et al. also stated that 7 different pro-
teins have associations to COVID-19 [13]. In 
Zhang and Guo. (2020) and Chen et al., (2020) 
research, there is 1 protein each associated 
with COVID-19, whereas in the study of Cole-
man et al. there is 1 protein associated with the 
SARS-CoV virus. The total protein data used is 
113 proteins [14-16]. Compound-protein inter-
action network can be seen in Figure 3. 
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Figure 3. Compound-protein interaction network. Red nodes indicate protein while gray nodes  
indicate compound 

 
Table 2 shows that the random forest 

model has better performance on the accuracy, 
precision, and f-measure metrics compared to 
other models. Only the XGB model has better 
performance on precision and AUROC. All mod-
els have a standard deviation that tends to be 
low, which indicates that the performance of all 
models is quite stable for each fold on the CV. 

From these results the random forest 
model has good performance in predicting DTI 
(high accuracy), a good prediction of positive 
class (high recall), has good positive prediction 
(high precision), has good performance in mi-
nority class (f -measure high) and able to dis-
tinguish positive and unknown classes well 
(high AUROC). 

 
Conclusion 

In this research, a DTI prediction model us-
ing random forest has been implemented. The 
random forest model built had a good perfor-
mance in predicting DTI. The random forest 
produced an average accuracy of 0.979, recall 
value of 0.919, precision value of 0.953, f-meas-
ure value of 0.936, and AUROC value of 0.955. 
In addition, the random forest also produced an 
accuracy value of 0.992, recall value of 0.933, 
precision value of 0.947, f-measure value of 
0.94, and AUROC value of 0.992 when used to 
predict the initial dataset before the under-
sampling process. For further research, a pa-
rameter tuning process with more parameters 

and a wider interval can be conducted to deter-
mine the optimal parameter value. Other sce-
narios can also be done to solve the problem of 
class imbalance in the dataset such as SMOTE, 
oversampling, etc. 
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